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MODEL 
AN EXPLICIT 

The tropical cyclone model described in previous reports is extended to include an  explicit water vapor cycle. 
Results of experiments that examine effects due to initial humidity conditions, radial resolution, and the finite- 
difference scheme are discussed. Growth to  the mature stage is more rapid in the moist environment, but peak 
intensity is not strongly affected by the initial moisture content. Rainfall rates are quite reasonable, and nonconvec- 
tive precipitation is found to  be a significant proportion of the total rainfall, in agreement with recent empirical 
results. Experiments with upstream differencing yield more realistic solutions than do experiments with centered 
differences. This surprising result is discussed in detail. 
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I. INTRODUCTION 

Our circularly symmetric tropical cyclone model (Rosen- 
thal1969a, 1969b) has been extended to include an explicit 
calculation of the humidity content of the free atmosphere. 
The old version‘ of the model could only simulate cumulus 
convection that originated in the Ekman layer. The new 
model is able to  simulate convection originating at higher 
levels. Nonconvective precipitation is also simulated and, 
in agreement with recent empirical results obtained by 
Hawkins and Rubsam (1968), makes a substantial con- 
tribution to  the total precipitation. 

Examination of the effect of the initial humidity dis- 
tribution on tropical cyclone development indicates that 
the mature stage is reached more rapidly in a moist en- 
vironment. However, the ultimate intensity of the storm 
does not appear to be strongly influenced. 

The adjustments of macroscale humidity and tempera- 
ture that are intended to simulate the effects of cumulus 
convection are described in section 2. Section 3 gives the 
equations for the macroscale water vapor budget. In  sec- 
tion 4, we derive a parametric representation of the vertical 

1 The old version is called the “old model”; hereafter, the new version is reierred to  as 
the “new model.” 
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transport of horizontal momentum by cumulus scale 
eddies. Section 5 gives a fairly complete review of the 
dynamic aspects of the model. In  section 6, the results of a 
benchmark experiment (experiment Wl)  are presented. 
This experiment is conducted with 10-km radial resolution, 
upstream differencing, and a selection of friction and 
viscosity coefficients that provide a “good” solution based 
on the author’s intuitive concepts of hurricane structure 
and dynamics. For computational economy, the remaining 
experiments are conducted with 20-km radial resolution. 
For isolating effects due solely to resolution, section 7 
describes an experiment (experiment W2) identical to W1 
in all respects except radial resolution, which is 20 km. 
Section 8 describes the experiment designed to study the 
effects of the initial mositure distribution, the results of 
which have already been summarized above. I n  section 9, 
we discuss the results of a number of trial and error 
experiments that were useful in the design of experiments 
W1 and W2. Section 10 reviews the main conclusions of 
the paper. 

In comparison to the models devised by Ooyama (1969) 
and Yamasaki (19683), our model seems to provide 
substantial improvement in certain areas while, perhaps, 
making sacrifices elsewhere. Ooyama’s model uses the 
gradient wind assumption and carries horizontal velocity 
a t  three levels in the vertical. Temperature is represented 
only a t  an upper level and in the Ekman layer. No allow- 
ance for the vertical variation of static stability is pro- 
vided; water vapor content is predicted only in the 
boundary layer. Neither nonconvective precipitation nor 
convective precipitation from convective elements origi- 
nating above the surface boundary layer is included. 

In  contrast, our model represents all variables a t  seven 
levels, uses the primitive equations, and, as already 
noted, explicitly predicts water vapor content, nonconvec- 
tive precipitation, and multilevel convection. Ooyama, 
however, uses superior finite-diff erence techniques, finer 
radial resolution, a computational domain more than 
twice as large as ours, and makes an explicit prediction of 
air-sea exchanges of sensible and latent heat. The latter 
are treated rather pragmatically in the calculations re- 
ported on here. 
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Yamasaki (1968b) provides for 13 levels in the vertical 
and uses the primitive equations. His model, however, 
contains neither an explicit water vapor cycle, the effects 
of multilevel convection, nor an explicit treatment of 
nonconvective precipitation. Y amasaki uses the upstream 
method for advection terms and variable radial resolution; 
his smallest grid increment is 20 km. His calculations, 
therefore, should be expected to have substantially more 
truncation error than our experiments with a fixed 
resolution of 10 km and somewhat more truncation error 
than our calculations with a fixed resolution of 20 km. On 
the other hand, the radial extent of Yamasaki’s compu- 
tational domain is about five times greater than ours. 
Yamasaki demands the “cloud” equivalent potential 
temperatures to be constant in the horizontal and with 
time. In  our model, these are allowed to vary as they will 
according to the scheme developed in sections 2 and 3. 
Yamasaki’s paper (1968b) provides no information con- 
cerning the rainfall rates yielded by his model. 

The storm structure developed by Yamasaki’s model 
is generally quite realistic. However, horizontal temper- 
ature gradients in the lower troposphere appear to be 
unrealistically large, and the elevation of the greatest 
temperature anomaly is too low. Our model yields better 
results in this area. On the other hand, Yamasaki obtains 
a better vertical profile of radial motion in the upper 
tropospheric outflow layer. 

The following symbols are used: 
drag coegcient, 
specific heat of air at constant pressure, 
Coriolis parameter, 
acceleration of gravity, 
kinematic coefficient of eddy viscosity for vertical 

mixing, 
kinematic coefficient of eddy viscosity for lateral 

mixing, 
kinematic coefficient of eddy dzusivity for vertical 

mixing of heat, 
kinematic coefficient of eddy diffusivity for lateral 

mixing of heat, 
kinematic coefficient of eddy diffusivity for vertical 

mixing of water vapor, 
kinematic coefficient of eddy diffusivity for lateral 

mixing of water vapor, 
latent heat of evaporation, 
relative angular momentum, 
pressure, 
1000 mb, 
specific humidity, 
specific gas constant for air, 
radius, 
absolute temperature, 
time, 
radial velocity, 
horizontal vector wind, 
tangential velocity, 
vertical velocity, 
geometric height above mean sea level, 
radial increment, 

At t h e  increment, 
e potential temperature, 
e, equivalent potential temperature, 
p air density, 
jj standard air density, 

d1 6 at  level one. 
d ~P(PIPo)R/cp, and 

2. CONVECTIVE ADJUSTMENT§ 
OF MACROSCALE TEMPERATURE AND HU 
This discussion assumes that the reader will make re- 

peated reference to figure 1. We consider a layer of the 
conditionally unstable lower tropical troposphere centered 
at a reference level zp. We assume the roots of an organized 
system of cumulonimbi to  be within the layer. We further 
assume that the cumulonimbi transport upward and con- 
dense $E mass units of water vapor per unit area in some 
period of time. Part of the condensate reevaporates and 
enriches the macroscale humidity as the clouds mix with 
their environment. The remaining condensate falls from 
the atmosphere as rain. The latent heat released during the 
formation of this portion of the condensate is assumed 
available for increasing the macroscale temperature. 

The convection therefore produces adjustments in the 
macroscale humidity and temperature a t  levels above 
zp and below the cloud tops (z;’’). These adjustments are 
assumed to obey the energy budget 

lip p {  c,AgT(z}+LA~(z) )dz=LGpE (1) 

where A ~ T ( z )  and A,&) are the macroscale changes of 
temperature and specific humidity at level z produced by 
convection originating at  level zg. 

We assume (see Rosenthal 1969a for justification) that 
the convective adjustments are such that the macroscale 
temperature and equivalent potential temperature tend 
toward vertical profiles appropriate to  parcel ascent from 
zg (dry adiabatic lifting to the lifting condensational level 
followed by pseudoadiabatic ascent to 2;’’). Following 
Euo (1965), 2:’’ is taken as the height a t  which the 
appropriate pseudoadiabat intersects the macroscale 
sounding after an intervening layer in which the pseu- 
doadiabat is warmer than the macroscale. Denote this 
level by z;, zjop=z;. Now let 

s 8 w E ( z s )  (2) 

be the equivalent potential temperature of a parcel rising 
from zg and let 

be the temperature of the parcel when it reaches level 
z (zgIz5z;) .  We take 

T$=Te(z, zg) (3) 

A@,(z) = A @ ~ =  [ B ~ W M ~ ) I ~ P  
and (4) 

AgT(z) =A,J’=[T~--T(Z)]G~U 

for zsSzlz , * .  The &(z) and T(z) are the macroscale 
equivalent potential temperature and temperature a t  
level z. The proportionality factor, 6pv, is calculated as 



September 15'70 Stanley L. Rosenthal 645 

loo in  the numerical model) avoid tedious repetition in the 
mathematical manipulations. 

The net temperature change a t  a level z due to the 
convection from the n layers is then 

m m 

p =  1 p=1 
AT(z)=C A p T ( z ) = C  { T$(z)-T(z)  ) 6 p ,  (9) 

where rn is the number of convective layers below z and 
m 5 n. Also, 

Y 

A W ) = ~  { ~ ; ( z ) - m ) ~ ~ v ,  z , m < z ~ z ~ , z  (10) 
p = 1  

Mx) 
where z:,~ is the highest cloud top. Equations (9) and 
(10) are somewhat similar to those recently suggested by 
Estoque (1968) for convection originating from multiple 
layers. From (9) and (lo), 

330 
340 (DEG 350 K t  260 

FIGURE 1.-Vertical distribution of equivalent potential tempera- 
ture for the mean tropical atmosphere (Hebert and Jordan 1959) 
and model clouds for the convective adjustment. See section 2 for 
details. (11) 

n o r m  Spv 6pE 
p=1 6pE 662 AT(z)= { T$(z) -T(z ) }  - - 682 

where 6pz is the thickness of the pth convective layer. The 
analogous equation for humidity is 

described below. In  the event that the right-hand sides of 
the relationships (4) are zero or negative, the convective 
adjustments were taken as zero. Following Kuo (1965), 
&BY is assumed independent of height and is obtained from 
the energy budget (1) in a manner to be described later. 

We consider short time periods so that the convective 
adjustments are small and make use of the relationship 

(12). 

The macroscale heating per unit time and area may be 

(13) 

norm Spv 6pE 
p=1 6pE 682 W z ) =  c { a X z > - a ( z ) l  ~ 682. 

writ ten 
C,AT(Z) , o(z>=lim {T} 

A t 4  

( 5 )  and the convective precipitation rate for a column of 
unit area (mass of water per unit time) is 

( 6 )  OE T c,T ' 

By use of (3), (4), (5), and (6), we obtain for any 

'LE L 
__ App 

(14) 

reasonable conditions of temperature and humidity The calculation of 6gv and 60E is described in the next 
section. 

APap = ( a $ - a ) ~ o v *  (7) 
3. WATER VAPOR BUDGET As in the case of (4), if the right-hand side of (7) is nega- 

tive O r  zero, the adjustment is taken as zero. The adjust- 
ment relationships (4) and (7) are similar to those given 
by Kuo (1965). 

In the absence of phase changes, we take the macroscale 
specific humidity to be governed by 

"From (l), (4), and (7), 

Now let the conditionally unstable portion of the lower 
tropical troposphere be divided into n thin layers all of 
which contain cumulonimbi roots and behave as the layer 
described above. For the sake of brevity, it  is assumed that 
conditional instability is found from z=O to z= gmaZ with- 
out intervening stable layers. It is also assumed that each 
of these layers has a water vapor supply sufficient to 
support moist convection. These assumptions (not made 

Consider a vertical column extending from the sea surface 
to the top of the atmosphere. Except for transfers across 
the upper and lower boundaries of the column, the second 
and fourth terms on the right-hand side of equation (15) 
represent vertical redistributions of vapor that do not 
affect the vapor content of the column as a whole. The 
contribution to the vertically integrated time rate of 
change of humidity by processes in the reference layer 
6gz (fig. 1) may then be written as 
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If S(zg) is positive and if parcel ascent from zg becomes 
warmer than its environment over some layer, we will 
assume that the vertical redistribution of the vapor im- 
ported into the column in the layer 6pz is entirely by 
cumulus convections and that 

The left side of (17) is the 6gE of equation (1). The 
humidity change a t  any level z r  in such a column is then 

where 

(19) 

and Agqr is given by equation (7). 

the humidity change a t  any level is given by 
When convection originates from n contiguous layers, 

where Apf= (Aq),< is given by equation (12), and 

Oif 1 1 i S n  
1 if i>n Yi.  n= 

The method used to compute nonconvective condensation 
is described in the appendix. 

4. VERTUCAL DIFFUSION 
F HORIZONTAL MOMENTUM 

Vertical transports of horizontal momentum produced 
by cumulus scale motions play a significant role in the 
macroscale dynamics of hurricanes (Gray 1967). While 
Ooyama (1969) provided an explicit parameterization of 
this effect, Pamasaki (1968a, 19686) and Rosenthal 
(1969a, 196%) have obtained realistic results from their 
models without explicit representation of the cumulus 
transports of momentum. However, as will be shown 
below, their upstream differencing introduces a compu- 
tational diffusion that behaves somewhat like momentum 
diffusion by cumuli. 

To see this, consider the advective contribution to the 
momentum tendency in the presence of cumulus activity : 

Asterisks denote the total motion (sum of the mean and 
eddy components; means are calculated 'tiorizontally over 
a grid interval). Then, 

M*=M+M', 

and 
P =V+V' , 
w*= w 4- w' 

(23) 

where the mimes denote eddv comDonents and M. V. and 

w are the means. From equation (22) and by use of the 
continuity equation in the form 

+v~psv*=o, (24) 
apsw* 

aZ -- 

we obtain 

Averaging in the usual way, one obtains 

Assume the eddy motion to be produced solely by 
cumulus activity. Denote values in cloud by ( ) and values 
in clear air by ( ); assume the clouds to cover a fraction 
a2 of a grid module. Mean values, M and w, may then be 
written as 

A - 

A 
M==dM+ (1 - f f Z ) A Z  

and (27) 
w = d w  + ( 1 -a?)&. 

A 

The eddy correlation then takes the form 

A 
M' w' =cu2(M--1M) (2- W) + (1 -a2) (AZ-M) (6- w); 

and by use of (27) to eliminate values in the clear air, 

(28) 

Under realistic conditions, d <<1 and b>> w, so 

A A 

M'w' =dG(M-M)=w(M-M). (30) 

If the air rising in the cumuli tends to conserve Ad, 

The last term on the right-hand side of equation (26) 
may then be mitten as 

where the exchange coefficient G is given by 

B= (z-zo)w. (33) 

When the advection equation 

aA 
WaZ -_- 

at (34) 

is differenced with an upstream space difference and a 
forward time difference, the solution of the resulting 
difference eauation (Molenkamp 1968) is a second-order 
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approximation to the solution of the differential equation 

aA a2A --- - w --+F, __ aA 
at aZ a2* (35) 

where the computational viscosity coefficient (Fz) is 

While the general similarity of expressions (33) and 
(35) is clear, there are some important differences. The 
most significant of these is that the former appears in 
(32) as a conservation form and, therefore, makes no 
contribution to  the vertically integrated value of M. The 
computational diffusion will, however, effect the vertically 
integrated value of the quantity A (equation 35). Despite 
this, section 9 will show that velocity distributions ob- 
tained from numerical experiments with upstream differ- 
encing of vertical advection terms are far more realistic 
than those obtained with centered differencing. These 
results clearly indicate that the computational diffusion, 
in some sense, tends to simulate the momentum transports 
by cumulus. 

5. REVIEW OF THE MODEL 

analysis and has been used by others (Charney and 
Eliassen 1964) for the hurricane problem. 

Boundary conditions on the vertical motion at  the top 
and bottom levels are 

w1= w,=o (45) 

where the subscript denotes level. 
Equations (41) and (45) filter the external gravity wave 

and thus allow larger time steps. However, as shown below, 
they place a restriction on the pressure field that must be 
retained in the numerical model for physical consistency. 
From (41) and (45), 

pudz=o .  r - 
From (38) and (46), 

By use of the hydrostatic equation (40), The model uses the primitive equations, assumes 
circular symmetry, and has seven levels (table 1) .  The 
system is open at the lateral boundary. The basic equations 

aM 

are F @ d z - l r  - ar aH dz (48) 

H=L: dz' (49) 

B + 1 7  aH dz 

in which 
P at 

where z' is a dummy variable. From (47), (459, and (49), 

a+1- -_ 1 (50) KZ g a u  +! (XL $)+T ar { T3 % (T)} (38) ar 

z=- The manner in which the restriction (50) is employed in 
the computational cycle is shown in the appendix. 

-=A, a4 Discarding viscous and diabatic effects, the system of 
az e equations with the boundary condition (45) gives the 

(40) 

3- * 3- ... . energy integral 

M=rv. (44) 

Equations (37) and (38) are forms of the tangential and 
radial equations of motion, respectively. Equation (39) 

hydrostatic equation and (41) is a form of the continuity 
equation that is easily justified by an order of magnitude 

provided that the domain is mechanically closed at T=r*. 

If the complete form of the continuity equation 

ap apw 1 apru 
is the thermodynamic equation. Equation (40) is the at- aZ r aT _-_--_ - - 

is used in place of (41), the energy integral analogous to 
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TABLE 1.-Heights and mean pressures of the information levels. The 
mean pressures are approximate and are based on a mean hurricane 
season sounding (Hebert and Jordan 1969). 

Level Height Mean pressure 

(meters) (millibars) 
1 0 1015 
2 1054 900 
3 3187 700 
4 5898 500 
5 9697 300 
6 12423 200 
7 16621 100 

(51) is 

(52 )  
that can be written in the more familiar form 

F t o  a ~ “ $ “ p  0 (U2:v2+e,T+gz (53) 

By comparison of (51) and (52), we see that the model is 
only approximate in its conservation of total energy. 

Time derivatives are estimated by forward differences 
except in the case of specific humidity where a Matsuno 
(1966) type integration is employed. Advective derivatives 
are calculated by the upstream method except for the 
special experiments described in section 9 and for the case 
of humidity where a conservation form of the equations is 
used. All nonadvective space derivatives are calculated as 
centered differences. All variables are defined at all levels. 
Vertical integrals are evaluated by trapezoidal integration. 

Grid points in the radial direction are staggered. 
Horizontal velocity is defined at  the radii 

T j = = ( j - l ) A ~ ,  j=1, 2, . . . . (54) 

Temperature, pressure, vertical motion, and humidity 
are carried at  the radii 

T j = ( j - $ ) A r ,  j=1,  2, . . . . ( 5 5 )  

Air-sea exchanges of sensible and latent heat are simu- 
lated by the pragmatic constraint that relative humidity 
and temperature are invariant in both space and time at 
levels 1 and 2. On the other hand, the surface stresses in 
the equations of motion are treated explicitly by use of 
a drag coefficient and the usual quadratic stress law. 
That is, to  evaluate vertical mixing terms at levels 1 and 
2, we invoke the boundary conditions 

and 

where CD is the (constant) drag coefficient and 

Equations (37) and (38) are applied at  the radial grid 
given by (54) and at  vertical grid points i=1,2, . . ., 7. 
At j =  1 (where T=O) ,  

M=O and u=O. (58) 

Jmoz’ Jmaz- 1 (59) 

MJ,,,~=MJ--I (60) 

At j =  Jmaz (where T= 440 km), 

and 

which are the conditions, respectively, that the horizontal 
divergence and relative vorticity vanish. 

The potential temperature tendencies are evaluated on 
the radial grid defined by equation (55) and at  the verti- 
cal grid points i=3,  . . ., 7. At i=l,  2, the potential 
temperatures are computed from (43) so that the tem- 
perature is maintained at  its initial value. The boundary 
condition at  Jma2 for potential temperature is 

An outline of the complete computational cycle is found 
in the appendix. 

6. EXPERIMENT W i  

The results of experiment W1 are fairly typical of what 
can be expected of the model. A number of parameters 
utilized in experiment W1 are listed in table 2. For com- 
putational economy, the first 72 hr of the calculation were 
conducted with 20-km radial resolution and a time step of 
120 sec. The data were then linearly interpolated to a 
10-km grid, and the calculation was continued on the finer 
mesh with a time step of 60 sec. Friction and viscosity 
coefficients were established largely by trial and error. 

The initial conditions of wind, pressure, and temperature 
are identical to those used in our previous experiments 
and consist of a weak vortex in gradient balance with zero 
meridional circulation. The central pressure is 1013 mb; the 
maximum wind is 7 m sec-l and is located at a radius of 
approximately 250 km. The mathematical derivation of 
this balanced state is also given in the appendix. 

The initial field of specific humidity varies only with 
height and corresponds approximately to relative 
humidities (table 3) that are very nearly equal to those 
of the mean tropical atmosphere (Mebert and Jordan 1959). 
As before, the mathematical de tails of the initialization 
are given in the appendix. 

Figure 2 summarizes the storm’s evolution at  sea level. 
The “organizational” period consisting of the first three 
or so days is characteristic of tropical cyclone models that 
are initialized with nondivergent winds (Ooyama 1989, 
Rosenthal 1969a and 1969b) and seems to have a coun- 
terpart in nature (see section 8). The intensification 
that occurs between 72 and 96 hr is not related to the 
change in radial resolution introduced at  hour 72 since, as 
will be shown in the next section, nearly the same 
intensification takes place if the mesh is not refined. 
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The storm reaches peak intensity at  about hour 144. 
The central pressure and strongest surface wind at  this 
timc are 976 mb and 45 m sec-’, respectively. Hurricane- 
force winds are present from about 108 hr to the end of 
the calculation. The radius of maximum surface wind 
decreases rapidly during the deepening period and is more 
or less constant therafter. 

Figures 3, 4, 5, 6, and 7 illustrate various aspects of the 
storm structure and confirm that the model yields results 
that are quite reasonable. While it is not shown on 
figure 7, the vertical motion pattern contains a narrow 
zone of upper tropospheric subsidence at  the storm center. 
The old model showed a more distinct “eye” (Rosenthal 
1969b). 

Average rainfall rates for the inner 100 km of the storm 
circulation are shown by figure 8. From 96 to 216 hr, the 
total rainfall averages about 25 cm day-’ or, roughly, 
10 in. per day, a quite reasonable rate. The nonconvective 
rainfall is about two-thirds of the convective precipitation. 
According to Hawkins and Rubsam (1968), radar data 
gathered in hurricane Hilda (1964) indicate substantial 
rain from stratiform clouds. Their observations also 
indicate that, while a large portion of Hilda’s circulation 
contained appreciable rain, active cumulonimbi were present 
only in the eye wall region. In  view of these observations, 
the partitioning of rain between convective and noncon- 
vective components (fig. 8) is acceptable. 

Figure 8 also illustrates the efficiency of the inner 
200 km of the storm. This quantity is defined in the usual 
manner (PalmBn and Riehl 1957) as the ratio of the rate 
of kinetic energy production to the rate of latent heat 
release. The values during the mature stage are quite 
close to the empirical value of 2.7 percent found by 
PalmQn and Riehl (1957). 

The generation of available potential energy2 (fig. 9) 
during the mature stage is fairly close to the empirical 
estimate made by Anthes and Johnson (1968) for hurricane 
Hilda (1964). Figure 9 also shows that nonconvective 
condensation provides a substantial part of the generation 
and that virtually all of the generation occurs in the inner 
100 km. 

The kinetic energy content of various rings of the model 
storm are shown by figure 10. In  comparison to the old 
model (Rosenthal 1969a, 1969b), there is a dramatic 
improvement in the behavior of the outer rings of the 
storm. In the 300-400-km ring, the old model showed a 
monotonic increase of kinetic energy with time. Figure 10, 
on the other hand, shows that this is not the case with 
the new model where a definite maximum of kinetic energy 
is reached before the calculation is terminated. 

Figure 11 shows the kinetic energy budget as a function 
of time (the details of the computation are described in 
the appendix). The contributing terms, in a relative sense, 
behave in a fashion similar to that found for the old model 
(Rosenthal 1969a, 1969b). However for the storm as a 
whole (0-400-km radial interval), the magnitudes of the 

a The computational equations are given in the appendix. 

TABLE 2.-Parameters for experiment W1 

Parameter Symbol Value 

Time increment-. ___. ____. _ _ _ _ _  _ _ _ _  _ _  _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _  
Radial increment.-. ____.____ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _  ~ _ _ _ _ _ _ _  
Radial limit of computational domain. _._____ _ _  _ _ _ _ _ _ _ _ _  
Ktnematic coefficient of eddy viscosity for lateral mix- 

Kinematic coeffcient of eddy conductivity for lateral 

Kinematic coefficient of eddy conductivity for lateral 

Drag coefficient-.. .____.____.___._._._________ ~ _ _ _ _ _ _ _  
Kinematic coefficient of eddy viscosity for vertical mix- 

ing of momentum 

mixlng of heat 

mixing of water vapor 

ing of momentum 

.. 

60 sec 
10 km 
440 km 

103 mz SIX -1 

101 m2 sec-1 

101 mz seo-1 

3x10-2 
10 m2 sec-1 at level 1. 

5 mz sec-1 at levo1 2, 
0 elsewhere 

TABLE 3.-Initial values of relative humidity at the 
information levels 

Level Height Relatlve humidity 

(meten) 
0 

1054 
3187 
58Y8 
9697 

12423 
16621 

(percent) 
90 
90 
54 
44 
30 
30 
30 

various terms are about half that found with the old model. 
The difference is largely due to the fact that the outer 
rings of the new model are far more inert energetically 
than is the case for the old model. 

Loss of energy through truncation errors (computed as 
a residual in the budget equation, see appendix) is com- 
parable in magnitude to the surface dissipation by drag 
friction. The major portion of this truncation error can 
be accounted for by computational diffusion in the sense 
of Molenkamp (1968). 

Figures 12 and 13 illustrate the computational (or, in 
Molenkamp’s terminology, the “pseudo”) viscosity coef- 
ficients calculated for experiment W l .  In  the mature 
stage, the coefficient for lateral mixing averaged over the 
entire storm is about 5 X lo3 m2 sec-’. This is five times 
greater than the explicit coefficient for momentum (table 
2). In  the inner 100 km, the computational coefficient for 
lateral mixing averages over io4 m2 sec-’, while for vertical 
mixing this coefficient is about an order of magnitude 
greater than its average value for the storm as a whole. 

Figures 14 compares the explicit dissipation of kinetic 
energy with the total (explicit plus computational). 
Details of the calculation are presented in the appendix. 
The figure shows the unexplained truncation error to be 
fairly small. Despite the extremely large coefficients for 
vertical computational diffusion, the kinetic energy dis- 
sipation due to this effect is quite small compared to 
dissipation by drag friction at  the lower boundary. The 
bulk of the truncation error is produced by upstream 
differencing of horizontal advection terms. This will be 
discussed in greater detail in section 9. 
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FIGURE 2.-Results from experiment W1. Top, central pressure as a 
function of time; center, maximum surface wind as a function of 
time; bottom, radii of maximum surface wind and inner and outer 
limits of hurricane-force and gale-force winds at the surface. 

7. EXPERIMENT W!2 

As noted in section 1, the experiments discussed in later 
sections of this report were conducted with 20-km radial 
resolution. Because of this, we present a brief summary 
of experiment W2 that is identical to W1 in all respects 
except for the values of Ar and At; these are 20 km and 
120 sec, respectively. The first 72 hr are, of course, identical 
to those of Wl.  

Central pressures and maximum surface winds for the 
two experiments are compared in the upper two graphs 

8 Prossure is not defined at zero radius because of the grid staggering (equations 54 and 
55). Central pressure values presented in this paper are, therefore, pressure values at  
z=O, r=Arp.  
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FIGURE 3.-Results from experiment W1, radial profiles of surface 
wind speed. 

in figure 15. After hour 72, W1 deepens somewhat more 
rapidly at first; but in both experiments, greatest intensity 
is reached by about hour 144. At this time, W1 is 8 mb 
deeper in central pressure, and maximum surface minds 
differ by about 4 m sec-'. 

After hour 144, experiment W1 decays more rapidly; 
and when the two calculations are terminated at hour 
216, central pressures and maximum surface winds are 
very nearly the same. 

By comparison of the bottom sections of figures 2 and 
15, we find that W2 develops a somewhat larger storm, as 
was to be expected. Differences are, however, much less 
than was the case when the resolution was varied in the 
old model. 

The surface pressure and wind profiles for experiment 
W2 (not shown) are similar to those obtained from W l  
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FIGURE 4.-Results from experiment WL, radial profiles of surface 
pressure. 

(figs. 3 and 4). The profiles of vertical motion at  level 2 
(not shown) indicate boundary layer convergence to  be 
30 to 50 percent weaker than that for W1, but to cover a 
broader horizontal area. Experiment W2, therefore, gives 
a broader but weaker convection zone. Vertical cross 
sections of the dependent variables at  hour 144 of 
experiment W2 (not shown) are similar to those for W1 
(figs. 6 and 7). 

Rainfall rates and efficiencies for W2 (fig. 16) except 
for the sharp peaks near hour 108 are just slightly larger 
than those of W1 (fig. 8). The kinetic energy content of 
the inner 100 km of W2 (not shown) is very nearly the 
same as for W1 (fig. 10). In  the outer rings of the storm, 
however, W2 contains somewhat more kinetic energy. 

Overall, it seems fair to conclude that results with 
20-km radial resolution are fairly representative of those 
obtained with 10-km resolution. The larger radial incre- 
ment leads to a larger storm with greater kinetic energy 
in the outer portions of the circulation. The differences 
are, however, relatively minor and far less than those 
found with the old model. 

400-552 0 - 70  - 4 

FIGURE 5.-Results from experiment W1, radial profiles of vertical 
velocity at the 1054-m level. 

8. EFFECTS OF THE INITIAL HUMIDITY DISTRIBUTION 

Riehl (1954) emphasizes that tropical storms form only 
in preexisting disturbances and that deepening is usually 
a slow process which requires several days. This “organi- 
zational” period is evident in the experiments described 
above. As also noted by Riehl (1954), large moisture 
content to great heights seems to be necessary before 
substantial deepening will occur. In the early stages of 
development when low-level convergence is still relatively 
weak, a deep moist layer would seem essential if entraining 
cumulus with small horizontal cross sections are to grow 
in the vertical and reach the cumulonimbus stage. 

On the other hand, the depth of the moist layer is tuned 
to the macroscale motion (Riehl 1954) and increases with 
low-level convergence. The role of the preexisting dis- 
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FIGURE 6.-Results from experiment W1 at hour 144. Top, cross 
section of tangential wind; center, radial wind; bottom, total 
wind. 

turbance or “organizational period” may well be the 
development of the required deep moist layer from a 
humidity distribution that initially approximates that 
of the mean tropical atmosphere. Qnce the moist layer 
had been developed, cumulus cells entrain relatively 
moist air, making their growth to the cumulonimbus 
stage more likely. With the onset of increased cumu- 
lonimbus activity, the chances of rapid development of 
the macroscale disturbance would seem to be better than 
before. 

While the convective adjustment described in section 2 
does not contain an explicit representation of entrainment 
(and, indeed, assumes the cumulus to rise with undilute 
ascent), the sense of the sequence described above is 
simulated. The partitioning of condensate between pre- 
cipitation and reevaporation depends directly on the 
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FIGURE 7.-Results from experiment W1 at hour 144. Top, cross 
section of vertical motion; bottom, temperature anomaly. 

difference between cloud and environmental humidities 
(equations 4, 7, and 8). Hence, a model atmosphere that 
is drier will have substantially less precipitation and, 
hence, less macroscale heating. On this basis, it seems 
reasonable to argue that a shorter organizational period 
would be present if the initial humidity were greater. 

Experiment W6, which differs from W2 only in that 
the initial relative humidity is 90 percent everywhere, 
tests this hypothesis. Central pressures and maximum 
surface winds obtained from the two experiments (fig. 17) 
seem to verify the arguments of the previous paragraph. 
While the peak surface winds and deepest central pressures 
are about the same for the two calculations, those for W6 
occur about 48 hr earlier than those for W2. An organi- 
zational period of 72 hr is required for development in 
W2, but only 24 hr is needed in W6. From figures 16 and 
18, we find the average rainfall for W6 to be about 10 cm 
per day greater than that for W2. Maximum efficiencies 
for the two experiments are very nearly the same. 

9. FURTHER CONSEQUENCES 
OF UPSTREAM DIFFERENCING 

In section 6, it was shown that the truncation errors 
due to upstream differencing play an important role in 
the kinetic energy budget of the model storm. Further- 
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FIGURE 8.-Results from experiment W1. Top, efficiency of the 
radial interval 0 to 200 km; bottom, average rainfall over the 
radial interval 0 to  100 km. 

more, we found that the bulk of the total internal dissipa- 
tion of kinetic energy (explicit lateral mixing plus 
computational lateral and vertical mixing) is produced 
by upstream differencing of the horizontal advection 
terms. 

It has been our stated intention (Rosenthal 1969~) to 
reformulate the model in a more accurate difference scheme 
a t  a time when this became economically feasible. I n  this 
section, we will show the results of a number of experi- 
ments (table 4) in which various advection terms in the 
equations of motion and in the thermodynamic equation 
were estimated by a centered finite-difference analog. 
(The water vapor equation, however, was not altered and, 
hence, is treated as described earlier.) The numerical 
technique (adopted for this purpose is the second-order 
advection form given by Crowley (1968). This method 
employs forward time steps and, therefore, required mini- 
mal modification of the original program. 

To calculate vertical advection, Crowley's equations 
were modified to take into account the variable vertical 
resolution (table 1) employed in our model. This modifica- 
tion was made in such a way that the second-order 
accuracy of the technique was preserved. For linear 
advection with a constant advecting velocity, Crowley's 
scheme reduces to the Lax-Wendroff method. It is, there- 
fore, a damping system but far less so than the upstream 
method (Crowley 1968). 

Parameters not listed in table 4 are identical to those 
used for experiment W2. Initial conditions are again hour 
72 of experiment W2. 

In  experiment WC1, the explicit parameters are identi- 
cal to those of experiment W2. The two experiments differ 
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FIQURE 9.-Results from experiment W1. Top, generation of avail- 
able potential energy by convective condensation heating; solid 
line is for radial interval 0 to 400 km; dashed line is for radial 
interval 0 to 100 km; center, generation of available potential 
energy by large-scale condensation heating; bottom, generation 
of available potential energy by total condensation heating. 

only in the finite-difference analogs to  the advection terms 
in the equations of motion and in the thermodynamic 
equation. I n  view of the crucial role played by computa- 
tional diffusion in experiment W2, it was anticipated that 
this experiment would give unrealistic results; it was 
necessary to terminate the calculation after 17 hr because 
limits on the table used to compute temperatures along 
the pseudoadiabats had been exceeded. Tangential winds 
in excess of 100 m sec-' and radial winds over 50 m sec-I 
had already been generated. The structure was completely 
unrealistic, showing large amplitude waves in the radial 
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FIGURE l2.-Results from experiment Wl, variation with time of 
the mass-averaged computational, or pseudo, coefficient of 
vertical viscosity for various radial intervals. The scale of the 
top graph differs from that of the others. 

direction. It was clear that the explicit lateral mixing 
coefficients (table 4) were too small. 

The computational viscosity coefficients for experiment 
W2 (figure not shown) were used as a basis for selecting 
a value of 2X104 m2 sec-‘ for the diffusion coefficients for 
heat, momentum, and water vapor to be used in experi- 
ment WC2. All other aspects of WC2 are identical to those 
for WC1. 

Experiment WC2 was terminated after hour 24. Surface 
winds over 58 m sec-I had already been generated. While 
the radial profiles of wind and pressure in t,he boundary 
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layer were fairly realistic, there were serious deficiencies 
in the vertical structure. These are illustrated by a cross 
section of tangential wind (fig. 19). The outward slope of 
the wind maximum and the strong vertical gradients of 
wind in the inner 50 km are entirely unrealistic and far 
different from the pattern obtained in experiment W2 
(similar to  fig. 6). 

This deficiency of WC2 is clearly related to  the lack of 
a parametric representation of vertical transport of 
horizontal momentum by cumulus and other subgrid 
eddies. I n  experiments W1 and W2, the upstream dif- 
ferencing of the vertical advection terms (section 4) tends 
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FIGURE 14.-Results from experiment W 1. Top, explicit dissipation 
of kinetic energy by lateral viscosity (dashed) and total lateral 
dissipation by the sum of explicit and computational lateral 
viscosity (solid) for radial intervals of 0-100 km and 0-400 km; 
center, dissipation of kinetic energy by surface drag friction 
(dashed) and total of dissipations by surface drag and computa- 
tional vertical viscosity for radial intervals of 0-100 km and 0-400 
km; bottom, truncation error that remains in the kinetic energy 
budget after the truncation error due to upstream differencing 
is subtracted. 

to compensate for the lack of an explicit representation of 
the cumulus diffusion. 

Experiment WC3 differs from WC2 only in the differ- 
encing of the vertical advection terms in the equations of 
motion. For including some sort of analog to the 
momentum diffusion by cumulus, upstream differencing 
is used for w(bM/bz) and w(bu/bz). Crowley's scheme is 
retained for all horizontal advections and also for w(bO/bz) 
since the convective adjustments described in section 2 are 
intended to simulate the total effect on the macroscale of 
the cumulus (vertical heat transport as well as 
condensation). 

As measured by central pressure and surface wind, 
experiment WC3 reached peak intensity a t  hour 96 (or 
just 24 hr after its start) with surface winds of 44 m sec-I. 
The tangential wind pattern a t  this time is shown by 
figure 20. In  comparison to experiment WC2 (fig. 19), the 
pattern is much more realistic. However, the overall 
results from WC3 are far from satisfactory, as can be 
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FIGURE 16.-Top, comparison of central pressure as a function of 
time for experiments W1 and W2; center, comparison of maximum 
surface winds for experiments W 1  and W2; bottom, results from 
experiment W2. Radii of maximum surface wind and inner and 
outer limits of hurricane-force and gale-force winds a t  the surface. 

verified from figure 21; this figure shows that the storm 
expends a t  an unreasonable rate during its decay. 

Clues to  the explanation of this rapid expansion are 
found in the sequence of temperature patterns shown by 
figure 22. IC all previous experiments, largest temperature 
anomalies a t  the storm center have always been a t  the 
200-mb level, in agreement with observations. I n  contrast, 
figure 22 shows experiment WC3 to produce its largest 
temperature anomaly a t  300 mb. A second point of im- 
portance lies in the rapid destruction of the horizontal 
temperature gradient. We will see below that both of 
these difficulties appear to  be produced by truncation 
errors in the calculation of w(dO/dz) and, surprisingly 
enough, the upstream method provides a more accurate 
result. 

The full curve on figure 23 shows the base state potential 
temperature plotted from the data given by table 2. This is 
the thermal structure that the model "sees." The dashed 
curve shows the thermal structure obtained when all data 
points given by Hebert and Jordan (1959) are plotted. 
The slope of the solid curve between 200 and 100 mb is 
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FIGURE 16.-Results from experiment W2. Top, efficiency of the 
radial interval 0 to 200 km; bottom, average rainfall over the 
radial interval 0 to  100 km. 

substantially greater than the actual slope at  200 mb (if the 
dashed curve is taken as the standard). On this basis, we 
might anticipate that a noncentered difference using 200- 
and 300-mb data might provide a better estimate of 
w(a0la.z) at  200 mb than would a centered technique using 
300-, 200-, and 100-mb data. 

If we assume an upward vertical velocity of 1 m sec-l 
and take a time step of 120 sec, the contribution to the 
potential temperature change at  200 mb due to vertical 
advection based on the dashed curve and using Crowley's 
second-order advection form is -0.439OK. If we take this 
as a "true" value and apply the same technique to the 
solid curve using the loo-, 200-, and 300-mb data, we 
obtain -0.682", a 55 percent overestimate of the adiabatic 
cooling. The upstream method gives -0.310' which is a 
29 percent underestimate of the cooling. 

Therefore, with the resolution of the seven-level model 
and with the thermal structure of the mean tropical 
atmosphere, the second-order advection form over- 
estimates adiabatic cooling a t  the 200-mb level. The 
upstream method underestimates this effect but comes 
closer to  that which would be obtained if the model had 
greater vertical resolution. 

This type of truncation error in WC3 accounts for both 
the displacement of the maximum temperature anomaly to 
300 mb and for the rapid destruction of the temperature 
gradient since the convective heat supply is simply unable 
to sufficiently compensate for the excessive adiabatic 
cooling at  200 mb. 
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Experiment WC4 differs from WC3 only in its use of the 
upstream method for calculation of w(ae/az>. A sequence 
of temperature patterns obtained from WC4 is shown by 
figure 24. Despite some obviously unrealistic features in 
the lower troposphere, the arguments of the previous 
paragraph appear to be verified; the greatest temperature 
anomaly is at  200 mb, and the upper tropospheric tempera- 
ture gradient remains concentrated near the storm center. 
The lower section of figure 25 shows that WC4 does not 
expand without limit as was the case for WC3. 

Further information on the structure of WC4 is given by 
figure 26. While the results obtained from WC4 are more 
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FIGURE 18.-Results from experiment W6. Top, efficiency of the 
radial interval 0 to 200 km; bottom, average rainfall over the 
radial interval 0 t o  100 km. 

realistic than those obtained from WC3, they are clearly 
inferior to those of experiments W1 and W2. 

This is also indicated by the upper section of figure 25 
that shows the central pressures obtained from WC4 to be 
too high to be empirically consistent with the wind speeds. 
This is verified by figure 27 based on the work of Go1611 
(1963). Col6n presents a scatter diagram of central pressure 
versus maximum wind based on a number of tropical 
storm and hurricane observations in various stages of the 
life cycle (genesis, maturity, dissipation). The two straight 
lines on figure 27 are drawn to contain almost all of Col6n's 
data points. Also plotted on the diagram are the data 
points obtained from WC4. At hours 120 and 144, the WC4 
points fall outside the envelope and indicate winds to be 
too strong for the central pressure. While two of Col6n's 
points also fall outside these lines, a reduction of only 2 kt  
in wind would bring them into the envelope. On the other 
hand, the WC4 wind a t  hour 144 would have to  be reduced 
by about 12 k t  to obtain agreement. The data points for 
W2 (fig. 28) all fall well within the limits of Col6n's data. 

The deterioration of the solutions with the introduction 
of the centered difference scheme was not anticipated and, 
indeed, was quite disappointing. Not only does the less ac- 
curate upstream method provide model storms with more 
acceptable structure and better consistency between wind 
and pressure but also consistency provides an internal 
dissipation of kinetic energy of the same order of magni- 
tude as the surface dissipation (section 6 and Rosenthal 
1969a, 1969b). It appears (Miller 1962, Riehl and Malkus 
1961) that this is the correct proportionality between in- 
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TABLE 4.-Summary of experimants that vary finite-difference analoys to advective t e r n s  
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w c 1  101 10s 101 Crowley Crowley Crowley Crowley 
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Pmum 19.-Results from experiment WC2, cross section of 
tangential velocity at hour 96. 

ternal and surf ace dissipation. While these “beneficial” 
aspects of upstream differencing are clearly fortuitous, 
their consistency in dozens of experiments demands 
rationalization. The material presented in section 4 is 
part of this rationalization and is really all that we have 
been able to  obtain by analytical means. 

While the remainder of this discussion is clearly heuris- 
tic, the implications of some of the material are interesting. 
They seem to lead to the conclusion that, with our pres- 
ent lack of knowledge concerning the interactions be tween 
the cumulus scale and the macroscale, the diffusive effects 
provided by upstream differencing are probably as good 
a representation of the statistical effect of the cumulus 
motions on the macroscale velocity fields as anything 
currently available. Such a conclusion, of course, only 
points to a high degree of ignorance with regard to  an 
extremely important meteorological problem. I t  is by no 
means a solution to the problem. 

We first point out that Riehl and Malkus (1961) 
estimated a vertical mixing coefficient for hurricane 
Daisy of the order of 100 m2 sec-’, which is also the order 
of the vertical coefficient of computational diffusion in 
the core of the storm (fig. 12). They also estimated a 
lateral mixing coefficient of the order of lo6 m2 sec-’ for 
the mature stage of hurricane Daisy and a value of less 
than lo4 m2 sec-I for the immature stage. In comparison 
(fig. 13), the computational lateral mixing coefficient has 
the same temporal variation and, if anything, a somewhat 
smaller magnitude. If the Riehl-Malkus estimates are to 
be given any credence and if further we realize that the 
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FIGURE 20.-Results from experiment WC3, cross section of 
tangential velocity at hour 96. 

mixing coefficients must vary markedly in the horizontal 
because of the highly concentrated nature of the hurricane 
cumulonimbus pattern, realistic mixing coefficients (both 
for vertical and horizontal diffusion) must vary by orders 
of magnitude in both space and time. The computational 
coefficients have the proper spatial and temporal variations 
and, as we have seen, more or less the correct magnitude. 

At this time, it is difficult to see how these coefficients 
could be improved upon through explicit representations. 
While equation (32) might be adequate for vertical 
mixing, a valid formulation for lateral mixing is not at all 
clear. Here, one is quickly led to think in terms of Smagor- 
insky’s (1963) nonlinear eddy viscosity. However, Lilly 
(1961) in a discussion of the upstream method noted 
“Motions are damped, but rather selectively, and the 
general results appear to be very similar to those obtained 
using Smagorinsky’s eddy friction form, although the 
physical significance is not clear.” 

If the results are, indeed, to  be similar, the computing 
economics strongly favor the upstream method. In addi- 
tion, the classical LLhourglass” shape of the cumulonimbi 
strongly suggests that signscant lateral mixing between 
the clouds and their environment is concentrated in the 
surface boundary layer and in the upper troposphere. For 
lateral mixing, the computational viscosity coefficient is 
given bv 

With the vertical variation of radial velocity typically 
found in real hurricanes and in models (fig. 16), the sense 
of the vertical variation of FH will be similar to that sug- 
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gested by the cloud shapes. Finally, it is noted that FH is 
of the form of the product of an advecting velocity and a 
characteristic scale that is, in some sense, analogous to the 
type of relationship usually obtained from mixing length 
theory. 

On the basis of these considerations, we have decided to 
retain the upstream method for the immediate future. 
It is interesting that a recent paper by Orville and Sloan 
(1970) makes similar comparisons between the upstream 
method and Crowley's scheme. Their calculations indicate 

In 

W I  I 

FIGURE 2X.-Results from experiment WC3, cross sections of 
temperature anomaly. 

300 320 3u) 360 sa0 400 
POTENTIAL TEMPERATURE (OK) 

FIGURE 23.-Potential temperature as a function of height in the 
mean tropical atmosphere after Hebert and Jordan (1959). The 
dashed curve shows the structure when all data points are 
plotted. The solid curve shows the profile obtained when only the 
points that coincide with information levels of the seven-level 
model are plotted. 

that the two numerical schemes yield similar solutions for 
a cloud model, provided that the explicit diffusion coeffi- 
cients used with the upstream method are increased when 
Crowley's method is applied. However, grid spacing (both 
in the horizontal and in the vertical) for this model is of 
the order of tens of meters. Hence, subgrid motions are 
rrsmaU" scale turbulence elements and not clouds as in the 

400-552 0 - 70 - 5 
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FIGURE 24.-Results from experiment WC4, cross sections of 
temperature anomaly. 

hurricane model. This consideration probably explains 
the differences between the conclusions reached in this 
paper and those reached by Orville and Sloan (1970). 

10. CONCLUSIONS 
The new version of the model, which contains an ex- 

plicit prediction of specific humidity and which simulates 
the evaporation of cloud material and subsequent enrich- 
ment of the macroscale humidity, yields more realistic 
rainfall rates and efIiciencies than were obtained from older 
versions of the model (Rosenthal 1969a, 1969b). Recent 
empirical results (Hawkins and Rubsam 1968) that indi- 
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- 
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TIME (HOURS) 

FIGURE 25.-Results from experiment WC4. Top, central pressure 
as a function of time; center, maximum surface wind 9s a function 
of time; bottom, radii of maximum surface wind and inner and 
outer limits of hurricane-force and gale-force winds a t  the surface. 

cate nonconvective precipitation to be a significant pro- 
portion of total precipitation are reproduced by the model. 
An experiment with extremely moist initial conditions (90 
percent relative humidity a t  all grid points) shows that 
growth to the mature stage is more rapid in the moist 
environment but that the ultimate intensity of the storm 
is not greatly affected by the initial humidity distribution. 

A sequence of experiments in which various advection 
terms were evaluated using Crowley's second-order ad- 
vection form yielded results clearly inferior to those 
obtained with the upstream method. In  an attempt to 
rationalize this surprising result, we found that the magni- 
tude as well as the sense of the temporal and radial 
variations of the computational diffusion coefficients 
associated with the upstream method were much the 
same as deduced by Riehl and Malkus (1961) for the eddy 
viscosity coe5cients of hurricane Daisy (1958). 



September 1970 

0 so 100 1so 200 
RADIUS ( K m )  

0 50 i#, is0 200 

RADIUS (Krn) 

100 

200 
I - 300 

w 
K 
3 

w 
z so0 
a n 

Q roo 
K 

2 
3 
3 900 
b 

1015 

, 

~~~~ 

0 50 io0 wo 200 

RADIUS (Km) 

FIGURE 26.-Results from experiment WC4, cross 
tangential wind. 
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MAXIMUM SFC WIND I m l s e r l  

FIGURE 27.-Results from experiment WC4, central pressure 
plotted against maximum surface wind for hours 96, 120, 144, 
and 168. Parallel sloping lines are drawn to enclose most of 
Col6n's (1963) empirical data points from a large number of 
tropical cyclones in various stages of life cycle. 
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FIGURE 28.-Same as figure 27, but for experiment W2. 

Finally, the standard densities, p=j(z) , are obtained from - - 
p =FIR T. 

The initial temperature field is given by 

A 

where T* =0.16OK and r=(Jmoz-l)Ar. With the bound- 
ary condition 4,. ,=$?, the hydrostatic equation, in the 
form a+/&= -gO/c,T is integrated by the trapezoidal rule 
to obtain chi,, for i=6, 5, . . ., 1. With T and 4 initialized, 
initial values of 0 are calculated from equation (43), the 
gradient wind equation is solved for the initial distribution 
of v, and M is then calculated from (44). 

Initial conditions for specific humidity were established 
as follows. A base state relative humidity, very nearly 
eaual to that of the mean hurricane season (Hebert and 

sections of 

A fieId of standard temperature, 8=i(z ) ,  is specified. 
These values are very nearly those of the mean hurricane 
season sounding (Hebert and Jordan 1959) and are listed 
in table 5. 

The lower boundary condition, $~=c,(1015/1000)R~c~l 
is adopted, and a set of standard $=$(z) are calculated 
from the hydrostatic equation (40). A set of standard 
temperatures, T= F(z) ,  are calculated from (43). Equation 
(42) is then used to calculate standard pressures, j j = j j ( z ) .  

Jordan 1959), was specified as a function of height (see 
table 3 of the text). By use of the base state temperature 
and pressure, the rehtive humidity was converted to a 
specific humidity. The specific humidity a t  the initial 
instant was then assumed horizontally homogeneous and 
equal to the base state value. 

COMPUTATIONAL CYCLE 

For beginning a time step, M I ,  UT, w7, Or, and pr are 
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required. The superscript is the time index. Dependent 
variables are replaced with their new values as soon as 
they become available. The scheme is, therefore, semi- 
implicit, and the results depend on the order in which the 
calculations are carried out. Indeed, computational sta- 
bility is dependent on the order of the calculations. The 
sequence given below has proved to be highly stable. 

1. Calculate aM/at from equation (37). Use a forward 
time step to obtain M+'. Replace with W+' for 
subsequent calculations . 

2. Calculate B from equation (47) and M from (49). 
3. Integrate equation (50) to  obtain cp' a t  level 1. 
4. Calculate cp' a t  the remaining levels by crapezoidal 

integration of the hydrostatic equation (40). 
5. Calculate &/at from equation (38). Use a forward 

time step to obtain uT+l. Replace ur with u*l for sub- 
sequent calculations. 
6. Calculate w*l by trapezoidal integration of the 

continuity equation (41) and by use of the boundary 
condition (47). Replace wr with wT+' for subsequent 
calculations. 

7. Use the method described in sections 2 and 3 to  es- 
tablish the convective adjustments of humidity and 
temperature. 

8. Obtain a first estimate qr+l from the method de- 
scribed in section 3. Include the convective adjustment. 

9. Obtain a first estimate of er+l from the thermody- 
namic equation (39). Include the convective adjustment. 

10. Check for supersaturation. If supersaturation 
exists and if parcel ascent from the grid point is condi- 
tionally unstable, use the excess water vapor for a second 
convective adjustment. If supersaturation exists but 
parcel ascent is stable, condense water vapor a t  constant 
pressure until the temperature (humidity) has been raised 
(lowered) sufficiently to reach 100 percent relative hu- 
midity. The condensate is removed from the system ' 

as nonconvective precipitation. 
11. Return to step (1) above for the forecast through 

the next time step. 

GENERATION 0 5  AVAILABLE POTENTIAL ENERGY 

The generation of available potential energy was cal- 
culated from the approximate relationship 

where 

TABLE fj.--Standard-values of thennodynamic variables 

- 
Level Height 9 ? 2, i j  

(m) 
1 0 
2 1054 
3 3187 
4 898 
5 9697 
ti 12423 
7 16621 

(OK) 

203 
303 
313 
325 
340 
347 
391 

(OK) 

301.3 
294.1 
282.6 
266.5 
240.8 
218.9 
203.1 

(mh) 
1015.0 
900.4 
699.4 
499.2 
299.2 
199.5 
101.1 

(ton m-3) 
1.174X10-3 
1.067XlO-3 
0.862XlO-S 
0.853x10-3 
0.433X10-8 
0.318XlO-3 
0.173XlO-8 

and 
sation heating per unit time and mass. 

is the total (convective plus large-scale) conden- 

KINETIC ENERGY BUDGET 

Prom the equations presented in section 5, we may 
derive the following expression for the kinetic energy 
tendency of the model storm: 

where 

By use of the boundary conditions given in the text 
(equations 56 and 57) and the distribution of EM used 
for our experiments (table 2), the dissipation of kinetic 
energy by vertical mixing may be approximated by 

For the sake of brevity, the dissipation due to lateral 
eddy viscosity is written in the form (73) rather than 
in a form that separates internal dissipation from dissi- 
pation at  the lateral boundary. A 

If we average equation (68) over a time interval t ,  
w e  obtain 

A a g  p+ r ) - p )  I -  

_- A =T,+I-Dv--_ZpR, (75) at - t 
where 

t+: (-,=is ( )a t ' .  
t t  
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The kinetic energy budgets discussed in the text are 
based on 12-hr averages with computations performed 
at  12-hr intervals. All terms in equation (75) may be 
evaluated directly from the output of the model. In  
general, there will be a significant residual due to  trun- 
cation error. It is this residual that is plotted on figure 11. 

KINETIC ENERGY DISSIPATION BY UPSTREAM DIFFERENCING 

The dissipation due to differencing w(aM/az) and 
w(&/dz) by the upstream method may be written as 

where the pseudoviscosity coefficient is given by 
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